
Computing Correlated Equilibria

Computing CE

∑
a∈A|ai∈a

p(a)ui(a) ≥
∑

a∈A|ai∈a

p(a)ui(a
′
i, a−i) ∀i ∈ N, ∀ai, a′i ∈ Ai

p(a) ≥ 0 ∀a ∈ A∑
a∈A

p(a) = 1

variables: p(a); constants: ui(a)

we could find the social-welfare maximizing CE by adding an
objective function

maximize:
∑
a∈A

p(a)
∑
i∈N

ui(a).
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Computing Correlated Equilibria

Why are CE easier to compute than NE?

∑
a∈A|ai∈a

p(a)ui(a) ≥
∑

a∈A|a′
i∈a

p(a)ui(a
′
i, a−i) ∀i ∈ N, ∀ai, a′i ∈ Ai

p(a) ≥ 0 ∀a ∈ A∑
a∈A

p(a) = 1

intuitively, correlated equilibrium has only a single randomization
over outcomes, whereas in NE this is constructed as a product of
independent probabilities.

To change this program so that it finds NE, the first constraint
would be∑

a∈A
ui(a)

∏
j∈N

pj(aj) ≥
∑
a∈A

ui(a
′
i, a−i)

∏
j∈N\{i}

pj(aj) ∀i ∈ N, ∀a′i ∈ Ai.

This is a nonlinear constraint!
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